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ABSTRACT: The capture and storage of solar energy requires
chromophores that absorb light throughout the solar spectrum. We report
here the synthesis, characterization, electrochemical, and photophysical
properties of a series of Ru(II) polypyridyl complexes of the type
[Ru(bpy)2(N−N)]2+ (bpy = 2,2′-bipyridine; N−N is a bidentate
polypyridyl ligand). In this series, the nature of the N−N ligand was
altered, either through increased conjugation or incorporation of
noncoordinating heteroatoms, as a way to use ligand electronic properties
to tune redox potentials, absorption spectra, emission spectra, and excited
state energies and lifetimes. Electrochemical measurements show that
lowering the π* orbitals on the N−N ligand results in more positive Ru3+/2+

redox potentials and more positive first ligand-based reduction potentials. The metal-to-ligand charge transfer absorptions of all
of the new complexes are mostly red-shifted compared to Ru(bpy)3

2+ (λmax = 449 nm) with the lowest energy MLCT absorption
appearing at λmax = 564 nm. Emission energies decrease from λmax = 650 nm to 885 nm across the series. One-mode Franck−
Condon analysis of room-temperature emission spectra are used to calculate key excited state properties, including excited state
redox potentials. The impacts of ligand changes on visible light absorption, excited state reduction potentials, and Ru3+/2+

potentials are assessed in the context of preparing low energy light absorbers for application in dye-sensitized
photoelectrosynthesis cells.

■ INTRODUCTION

Utilization of solar energy to produce fuels requires the
integration of UV−vis−NIR light absorption with a sequence of
electron and proton transfer events to drive water splitting
(2H2O → 2H2 + O2) or water reduction of CO2 to carbon-
based fuels.1−5 Honda and Fujishima demonstrated light driven
water splitting by direct band gap excitation of TiO2 (∼3.2 eV)
where the photogenerated holes (h+) carry out water
oxidation.6 However, the high energy photons (<390 nm)
required for direct band gap excitation of TiO2 make up <10%
of the available solar spectrum. The energy threshold for water
splitting at 1.23 eV/eq requires 4 photons at 1000 nm at zero
overpotential, with the energy of the optical transition a good
measure of the free energy content of absorbed photons.7−13

One approach to solar fuels and artificial photosynthesis is
the use of dye-sensitized photoelectrosynthesis cells
(DSPECs).14−16 They utilize chromophore-catalyst assemblies,
for light absorption and catalysis, surface-bound to high band
gap oxide semiconductors, notably TiO2, for photoanode
applications. In a DSPEC, excitation and injection by the
chromophore initiates a sequence of events leading to oxidative
activation of the catalyst.
For applications in water splitting at a photoanode, desirable

properties of the chromophore include absorbing low energy/
near-IR light and using electron injection into TiO2 to create a
surface-bound oxidant sufficiently powerful to drive water

oxidation.4,14,17−19 These ligand-influenced properties are
counterbalanced by the need for excitation to produce an
excited state sufficiently reducing to undergo efficient electron
injection into low-lying conduction band states in TiO2 with a
conduction band edge at pH 0 of ∼ −0.34 V versus SCE.16,20,21

Other metal oxides, such as SnO2
22,23 (ECB ∼ −0.04 V vs SCE

in pH 0) and WO3
24,25 (ECB ∼ 0.06 V vs SCE in pH 0), with

more positive conduction band edges, resulting in increased
driving force for electron injection from an excited state, have
also been investigated.
Ruthenium polypyridyl complexes have found extensive use

as chromophores in dye-sensitized solar cells (DSSCs) and
DSPECs.1,16,26−32 The properties of their low-lying metal-to-
ligand charge transfer (MLCT) excited states are well
understood, and they can be surface-bound to oxide surfaces,
including TiO2, as carboxylate or phosphonate derivatives.

33−35

Following MLCT excitation and electron injection, the oxidized
forms of the complexes are typically powerful oxidants with
redox potentials sufficient to drive water oxidation catalysis.
Both excited state energy and redox potentials can be varied
systematically by ligand modifications.36−42

We have reported the preparation and characterization of a
series of ruthenium based chromophore-catalyst assemblies for
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use in DSPEC devices based on derivatized forms of
Ru(bpy)3

2+ (bpy = 2,2′-bipyridine) as the light harvesting
chromophore.43−50 We report here the preparation and
properties of a series of heteroleptic Ru(II) polypyridyl
chromophores having the general structure [Ru(bpy)2(N−
N)]2+ (N−N is a bidentate polypyridyl ligand). The series was
designed to explore the manipulation of light absorption from
the visible into the near-IR while retaining both the ground
state oxidation potentials necessary for water oxidation and
sufficient excited state redox potentials for electron injection
into the semiconductor conduction band. The library of
complexes synthesized in this work is represented in Figure 1.

■ RESULTS AND DISCUSSION

Ligand Synthesis. To tune the redox and photophysical
properties of the ruthenium complexes, the π* acceptor levels
of the N−N ligands (L1−L9) were systematically altered. This
was accomplished by using two different ligand designs: (1)
incorporation of noncoordinating heteroatoms and (2)
introduction of extended conjugation in the ligand backbone
through fused aromatic rings. To achieve these structural
features, pyrazine, thiazole, quinoxaline, quinoline, and
naphthyridine moieties in various combinations were intro-
duced into the diimine ligand (N−N), Figure 1.
L1 was prepared in high yield by the condensation of 7,8-

diaminequinoline and 2,3-butadione in ethanol (Scheme 1).
7,8-Diaminequinoline was prepared in four steps starting from
1,2,3,4-tetrahydroquinoline. First, 1,2,3,4-tetrahydroquinoline
was converted to 7-nitro-1,2,3,4-tetrahydroquinoline in a
mixed acid electrophilic aromatic substitution.51 The nitrated
hydroquinoline was then oxidized with 2,3-dichloro-5,6-
dicyano-1,4-benzoquinone (DDQ) to give 7-nitroquinoline.52

This latter product was converted into 7-nitroquinoline-8-
amine by treatment with hydroxylamine hydrochloride under
basic conditions followed by reduction of the nitro group with
Raney nickel to give 7,8-diaminequinoline (Scheme 1).53

The p-quinoxaline pyridine ligands L2 and L4 were prepared
in 45% and 85% yield, respectively, by a reported acid catalyzed
condensation of o-phenylenediamine precursors with 2-
acetylpyridine (Scheme 2).54

The Friedlan̈der condensation was used to prepare a series of
quinoline (L7) and naphthyridine (L3, L5, L6, L9) derivatives
with heterocyclic substituents in the 2-position (Scheme 3).
These substituents include pyridine (L3), pyrazine (L5),
thiazole (L6), quinoline (L7), and quinoxaline (L9).55 This
synthetic approach allows for access to a library of subtly varied
ligands for systematic studies. L8 was synthesized by a reported
procedure.56 See Supporting Information for the full exper-
imental procedure for the syntheses of L1−L9.

Complex Syntheses. The [Ru(bpy)2(N−N)]2+ complexes
were isolated as their chloride salt (or by salt metathesis, to

Figure 1. Structures of the generic complex and ligands in the series [Ru(bpy)2(N−N)]2+.

Scheme 1. Synthesis of L1

Scheme 2. Synthesis of p-Quinoxaline Pyridine Ligands L2
and L4
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form perchlorate or hexafluorophosphate salts) by the reaction
of Ru(bpy)2Cl2

57 with each of the bidentate (N−N) ligands
L1−L9 in 1:1 EtOH/H2O (see Supporting Information). In
general, these reactions can be followed by UV−vis absorption
spectral measurements by monitoring disappearance of the
Ru(bpy)2Cl2 MLCT absorptions (λmax = 363 and 526 nm in
CH3CN)

58 and the appearance of absorptions due to
complexes 1−9 (Table 1, Supporting Information).

Single crystal X-ray analysis was performed on complex 6
(Figure 2) to ensure the sulfur in L6 did not coordinate

Scheme 3. General Synthetic Route for Ligand Synthesis via
Friedlan̈der Condensations

Table 1. Spectroscopic Properties and Redox Potentials for the Series 1−9, Figure 1

emission at RTb

complex
absorbance λ (nm) (ε, ×104

M−1 cm−1)a λmax (nm) τ (ns) ΔGES
c (eV) E1/2 (Ru

3+/2+) Vd E1/2 (Ru
3+/2+*) Ve E1/2 (Ru

2+*/+) Vf E1/2 (Ru
2+/+) Vd

Ru(bpy)3
2+ 449 (1.4) 620 831 2.19 1.29 −0.90 0.89 −1.30

286 (5.1)
243 (2.5)

1 443 (1.3) 650 26 2.17 1.36 −0.81 1.05 −1.12
285 (5.4)
249 (1.9)

2 501 (0.63) 755 167 1.81 1.40 −0.41 0.98 −0.83
283 (4.5)
254 (2.1)

3 507 (0.77) 765 184 1.80 1.22 −0.58 0.84 −0.96
287 (5.1)
244 (3.4)

4 508 (0.90) 780 105 1.76 1.42 −0.34 1.02 −0.74
281 (5.4)
254 (3.0)

5 518 (0.77) 790 92 1.73 1.35 −0.38 0.95 −0.78
284 (4.8)
242 (3.2)

6 520 (0.81) 810 113 1.69 1.24 −0.45 0.80 −0.89
286 (4.6)
249 (2.2)

7 544 (0.81) 830 93 1.61 1.47 −0.14 1.00 −0.61
286 (4.7)
256 (3.1)

8 509 (0.66) 850 30 1.61 1.28 −0.33 0.71 −0.57
288 (3.6)
253 (3.2)

9 564 (0.75) 885 26 1.52 1.39 −0.13 0.96 −0.56
285 (4.2)
254 (3.4)

aIn CH3CN.
bIn CH3CN deaerated with Ar for 30 min. cΔGES from a Franck−Condon analysis of emission spectra in CH3CN, see text. dIn

CH3CN deaerated with Ar for 10 min, 1 mM in complex and 0.1 M TBAPF6 supporting electrolyte. GC working electrode, Pt-wire counter
electrode, and Ag/AgNO3 (1 M) reference (values were adjusted to agree with literature values for [Ru(bpy)3]

3+/2+ at 1.29 V vs SCE).37−39,58 E1/2
values from differential pulse voltammetry. eRu3+/2+* = Ru3+/2+ - ΔGES.

fRu2+*/+ = Ru2+/+ + ΔGES.

Figure 2. ORTEP diagram of complex 6 from single crystal X-ray
analysis with thermal ellipsoids at the 50% probability level. Hydrogen
atoms are omitted for clarity.
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competitively with the nitrogen. As shown in Figure 2, the
nitrogen is coordinated to the Ru center and has a slightly
distorted octahedral geometry around the Ru center (N1−Ru−
N = 173.7°, N14−Ru−N = 170.0°). Steric repulsions between
N12 and one of the bipyridine ligands distort the planarity of
L6 upon coordination to the Ru center as indicated by the S−
C4−C5−C6 torsion angle of 8.7°. The length of the Ru−N1
bond (2.056 Å) is similar to that of the Ru−pyridine nitrogen
distance, whereas the Ru−N14 (2.122 Å) is slightly elongated
due to the steric repulsion between N12 and the bipyridine
ligand.59 The DFT computed geometry of complex 6 shows the
same trends, with distorted octahedral geometry around the Ru
center (N1−Ru−N = 175.2°, N14−Ru−N = 170.6°) and the
Ru−N1 bond (2.074 Å) shorter than that of Ru−N14 (2.178
Å), Supporting Information Figure S13.
Electrochemistry. The electrochemical properties of

complexes 1−9 in dry CH3CN (0.1 M TBAPF6 supporting
electrolyte, TBA = tetrabutylammonium) were examined by
cyclic and square-wave voltammetry. E1/2 values for the Ru

3+/2+

couple of each complex, eq 1, are reported in Table 1 with
representative cyclic voltammograms shown in Figure 3. All
complexes exhibit reversible Ru3+/2+ redox couples with E1/2
values ranging from 1.22 to 1.47 V (vs SCE).

− ⎯ →⎯⎯ −+ + +
−

[Ru (bpy) (N N)] [Ru (bpy) (N N)]III
2

3 e II
2

2
(1)

In general, the complexes that incorporate pyrazine units (2,
4, 5, 7, 8, 9) have Ru3+/2+ redox potentials that are more
positive than the [Ru(bpy)3]

3+/2+ couple (1.29 V vs
SCE).39−41,60 All of the ligands (L1−L9) have lower-lying π*
orbitals compared to bpy. The decrease in the N−N π* orbital
energy increases dπ−π* back bonding from the RuII center to
the N−N ligand, stabilizing the dπ6 electronic configuration,
resulting in increased redox potentials for the Ru3+/2+

couples.60−62 Complex 8 is a special case in that it has a
relatively low Ru3+/2+ redox potential (1.28 V vs SCE)
considering the electronic nature of L8 with two pyrazine
groups in the ligand framework. Molecular models of 8 indicate
that L8, when bound to the RuII center, is significantly distorted
from planarity (Supporting Information Figure S12). This
could result in a disruption in the aromaticity in the ligand

raising the π* energy levels, causing a lower than expected
Ru3+/2+ potential. Attempts to grow X-ray quality crystals of 8
were unsuccessful.
The first ligand-based reduction potentials (Ru2+/+, eq 2) in

dry CH3CN (0.1 M TBAPF6 supporting electrolyte) are listed
in Table 1.41 The variations in the first reduction potential
(Ru2+/+), −1.12 V to −0.56 V, are significantly larger than
variations in the Ru3+/2+ potentials, consistent with reduction at
L1−L9 as acceptor ligands. The 0.56 V variance in ligand-based
reduction potentials reflects the effect of increased conjugation
and/or incorporation of heteroatoms on the π* acceptor levels
in the acceptor ligands.60 As shown in Figure 4 for Ru(bpy)3

2+

and complexes 1, 3, and 7, three reversible ligand-based
reduction waves appear from −0.20 V to −2.0 V (vs SCE) with
the first ligand-based reduction ranging from −0.56 V to −1.12
V (vs SCE).

− ⎯ →⎯⎯ −+ + •− +
−

[Ru (bpy) (N N)] [Ru (bpy) (N N ]II
2

2 e II
2 (2)

Complex 3 has a lower Ru3+/2+ potential than Ru(bpy)3
2+ by

70 mV (Table 1), suggesting that L3 is a worse π*-acceptor
ligand than bpy even though its first ligand-based reduction
(−0.96 V vs SCE) is 340 mV less negative than reduction of
Ru(bpy)3

2+ (−1.30 V vs SCE).41,63 This is an apparent
consequence of decreased orbital mixing with dπ(RuII)
highlighting the roles of both ligand π* acceptor energy and
orbital mixing in the design of acceptor ligands.

UV−Vis Absorption. UV−vis spectra of complexes 1−9 in
acetonitrile all feature characteristic, intense π → π*
absorptions below 350 nm (ε ≈ 3.5−5.5 × 104 M−1 cm−1)
along with metal-to-ligand charge transfer (MLCT) absorptions
(Table 1) in the visible region. All MLCT absorptions observed
experimentally are from singlet ground states to 1MLCT
excited states. For complexes of RuII, the corresponding ground
state to 3MLCT absorptions have low oscillator strengths and
are difficult to observe.64,65 The most notable trend in the series
is the red shift in the lowest energy MLCT absorption from
λmax = 443 nm (1) to λmax = 564 nm (9) with molar extinction
coefficients that range from ε = 6.3 × 103 M−1 cm−1 (2) to ε =
1.3 × 104 M−1 cm−1 (1). Representative spectra are shown in
Figure 5, and the remaining spectra are available in Supporting
Information.
The energies of the lowest energy MLCT absorptions are

influenced by both increased conjugation in the N−N ligand
and the presence of noncoordinating heteroatoms. The

Figure 3. Cyclic voltammogram at 100 mV/s of complexes 7 (black),
4 (red), 1 (green), Ru(bpy)3

2+ (blue), and 3 (orange) in dry CH3CN
at 22 °C with a glassy carbon working electrode, Pt-wire counter
electrode, and a Ag/AgNO3 reference electrode with E1/2(Ru-
(bpy)3

3+/2+) = 1.29 V vs SCE.

Figure 4. Cyclic voltammogram at 100 mV/s for complexes 9
(orange), 3 (blue), 1 (red), and Ru(bpy)3

2+ (black), in dry CH3CN at
22 °C under a nitrogen atmosphere with a glassy carbon working
electrode, Pt-wire counter, and a Ag/AgNO3 reference (relative to
Ru(bpy)3

3+/2+ at 1.29 V vs SCE).
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absorption spectra of complexes 2 and 9 illustrate a splitting in
the MLCT manifolds. They arise from transitions to both bpy
and the N−N ligands and, at higher energies, to higher lying π*
acceptor orbitals on the N−N ligands (Figure 5). The lowest
energy transitions to bpy and N−N are illustrated in eqs 3 and
4. The extent of MLCT splitting between bpy and N−N as
acceptor ligands increases with the π* acceptor ability of N−
N.36,38,66 The use of multiple π* acceptor ligands to access
transitions to higher π* levels was utilized in earlier studies that
focused on creating “black” MLCT absorbers.36

− → − *+ •− +[Ru (bpy) (N N)] [Ru (bpy )(bpy)(N N)]
hvII

2
2 III 2

(3)

− → − *+ •− +[Ru (bpy) (N N)] [Ru (bpy) (N N )]
hvII

2
2 III

2
2

(4)

To better understand the absorption spectra, we calculated
the electronic spectra of complexes 1−9. The DFT optimized
geometries (using the B3LYP/LanL2DZ functional/basis-set)
were analyzed by TD-DFT calculations (using the PBE0/
LanL2DZ functional/basis-set, Supporting Information Figure
S14). A continuum model was used for the solvent. The results
of the calculations are summarized in Table 2 and Supporting
Information Figure S14. The computed spectra correlate well
with experimental spectra with strong π → π* absorptions
predicted below 300 nm and MLCT absorptions at longer
wavelengths. The calculations also verify the origins of the
intense visible absorptions from 400−600 nm (MLCT
transitions) as excitations from RuII either to bpy (eq 3) or
to the N−N ligand for L1−L9 (eq 4). All computed spectra are
blue-shifted relative to the experimental spectra, likely due to

the inherent TD-DFT overestimation of MLCT energies in Ru
polypyridyl complexes as well as solvent effects that are not
adequately described by the polarizable continuum model
(PCM) model used here.67

Table 2 compares band assignments from the DFT
calculations for complexes 2 and 9. For complex 2, the spectra
are dominated in the UV by a bpy ligand-based π→ π*
transition at ∼270 nm and high energy MLCT transitions from
the dπ orbital on RuII to π* on bpy at 308 nm, and multiple
transitions from the dπ orbital on RuII to π* on bpy and N−N
ligand at 408 and 475 nm. Calculated orbital compositions are
shown in Supporting Information Figure S15 for the dπ(RuII)
→ π*(N−N) transition in complex 2. For complex 9, the
calculations point to the band at 278 nm as an overlap between
π →π* transitions for the bpy and N−N ligands. The band at
∼326 nm arises from MLCT transitions between dπ(Ru) →
π2*(N−N) and dπ(Ru)→ π*(bpy). The two low energy bands
at 425 and 758 nm both arise from MLCT from the HOMO
(mixed dπ(Ru) + π(N−N)) to π* on the N−N ligand. The
calculated transition at ∼758 nm for 9 has an absorptivity too
low to observe experimentally.
Figure 6 shows calculated and experimental spectra for

complex 2 in CH3CN with the calculated transition energies

shown as vertical bars with their heights reflecting relative
oscillator strengths. To help in visualization, the calculated
transitions are red-shifted by 0.15 eV. Both the observed and
calculated spectra illustrate the ∼75 nm split in absorption

Figure 5. UV−vis spectra of Ru(bpy)32+, 2, and 9 in CH3CN.

Table 2. Comparison of TD-DFT Calculated Absorption Maxima for Complexes 2 and 9 in CH3CN

complex 2 complex 9

exptl (ε, × 104 M−1 cm−1) calcd transition exptl (ε, × 104 M−1 cm−1) calcd transition

254 nm (2.1) 266 nm π(N−N) → π*(N−N) 254 nm (3.4) 278 nm π(N−N) → π*(bpy)
272 nm π(bpy) → π*(bpy)
274 nm π(bpy) → π*(bpy)
275 nm π(bpy) → π*(bpy)

283 nm (4.5) 308 nm dπ(Ru) → π*(bpy) 285 nm (4.2) 325 nm dπ(Ru) → π*(N−N)
342 nm π(N−N) → π*(N−N) 326 nm dπ(Ru) → π*(N−N)

355 nm dπ(Ru) → π*(N−N)
501 nm (0.6) 408 nm dπ(Ru) → π*(bpy) 425 nm (0.66) 428 nm dπ(Ru) + π(N−N) → π*(N−N)

475 nm dπ(Ru) → π*(N−N)
564 nm (0.75) 758 nm dπ(Ru) + π(N−N) → π*(N−N)

Figure 6. UV−vis spectrum of complex 2 at room temperature in
CH3CN (black line) and calculated TD-DFT transitions (vertical red
bars with heights illustrating oscillator strengths, red-shifted by 0.15
eV).
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maxima between the MLCT transitions to π*(bpy) and π*(N−
N) shown in eqs 3 and 4.
Emission Spectra. Complexes 1−9 exhibit broad emission

spectra at room temperature in CH3CN with emission energies
decreasing from 1 (λmax = 650 nm, 1.54 × 104 cm−1) to 9 (λmax
= 885 nm, 1.12 × 104 cm−1) relative to emission from
Ru(bpy)3

2+* at λmax =620 nm (1.61 × 104 cm−1). Emission
spectra are compared to Ru(bpy)3

2+* in Figure 7 with emission

energies listed in Table 1. Emission from these complexes
occurs from the lowest lying 3MLCT excited states following
intersystem crossing from the initial 1MLCT excited states that
dominate absorption.42,65,68

Trends in emission energies follow those for the lowest
energy MLCT absorptions with the highest energy absorption
and emission from 1 at λmax,abs = 443 nm (2.26 × 104 cm−1) and
λmax,em = 650 nm (1.54 × 104 cm−1). Variations in acceptor
ligand cause red shifts in the lowest MLCT absorption of >100
nm (4.8 × 103 cm−1) for 9 compared to 1 and of >200 nm (4.2
× 103 cm−1) for emission from 9 compared to 1.
Time-resolved emission decay measurements were con-

ducted by time-correlated single photon counting (TCSPC)
following 444 nm excitation. Lifetimes (τ) for this class of
chromophores are largely dictated by nonradiative decay with
ηem = 6.2% and knr = 4.8 × 105 s−1 for Ru(bpy)3

2+* under these
conditions, with τ−1 ∼ knr.

65 In addition to MLCT vibrational
decay, knr also includes contributions from thermal population
and subsequent rapid deactivation through a low-lying dd
excited state pathway.37,68−71

As shown by the energy gap law plot of ln τ−1 versus
emission energy in Figure 8, the decrease in lifetime with
changes in acceptor ligand is qualitatively consistent with
energy gap law behavior.42 The existence of the linear
correlation in Figure 8 suggests that contributions from
nonradiative decay from the lowest, emitting MLCT state
dominate with dd state participation being relatively unim-
portant. This is expected given the relatively low energies of the
diazine-based (N−N) MLCT excited states.42,72−74 Complex 1
is the outlier in the correlation, perhaps due to steric crowding.
Distortions in the metal−ligand framework induce dσ*−dπ
orbital mixing, decreasing the energy of low-lying dd states and
introducing an additional nonradiative decay pathway.68,75−77

Previous studies on related OsII and RuII diimine complexes
of the type MII(bpy)2L2

2+ and MII(bpy)2(L−L)2+ (M = Os or
Ru) have shown that absorption and emission energies increase
linearly with the electrochemical gap ΔE1/2, with ΔE1/2 being
the difference between the ground state Ru3+/2+ potential

(E1/2(Ru
3+/2+)) and the potential for the first ligand-based

reduction (E1/2(Ru
2+/+)).39,42,78,79 Figure 9 illustrates how the

lowest energy absorption (ν ̅abs) and emission (ν ̅em) maxima
vary with ΔE1/2 at room temperature. The linear relationship is
expected for transitions to and emission from MLCT excited
states.42,78,80 It is also noteworthy that the slopes of 0.84 for
absorption and 0.73 for emission are near 1 and are similar to
each other.
Emission energies for complexes 1−9 also decrease linearly

with E1/2(Ru
2+/+), Figure 9, showing that variations in excited

state energies are mainly a consequence of variations in the
energy of the acceptor ligand π* levels. There is no correlation
between emission energy and the ground state metal centered
Ru3+/2+ potential (E1/2(Ru

3+/2+), see Supporting Information
Figure S16).80

Emission Spectral Fitting. Correlation of Excited State
Properties. Emission spectra for all nine complexes were
analyzed by use of a one-mode Franck−Condon analysis of
room-temperature emission spectra (see Supporting Informa-
tion).33,65,81−85 In this analysis contributions from medium
frequency υ(bpy) modes are treated as a single averaged mode
with low frequency modes and the solvent being included in
the band widths. Spectra were fit to a series of vibronic lines
centered on the 0−0 component at energy E0 and separated by
a vibrational quantum spacing of ℏωM. Only transitions from
the ν′ = 0 level in the excited state to level ν in the ground state
are included in the summation. Comparisons between
experimental and calculated emission spectra for each complex
and for Ru(bpy)3

2+* are shown in Supporting Information
Figure S1.
In the spectral fits, relative intensities of the vibronic lines are

determined by the electron-vibrational coupling constant, SM,
which is related to the equilibrium displacement change, ΔQeq,
by 1/2ΔQeq

2. As noted above, additional vibrational contribu-
tions from low frequency modes and the solvent are treated
classically and included in the bandwidth at half height, Δν1̅/2,
with Δν ̅1/2 defined in eq 5. In eq 5, λ0,L is the sum of the solvent
reorganization energy, λ0, and reorganization energy from low
frequency modes, λL. E0 in eq 5 is the 0−0 energy gap, the
energy of the excited state above the ground state with both
states in their v = 0 vibrational levels.
Results of the spectral fitting analysis are summarized in

Table 3. The free energy content of the excited state above the
ground state, ΔGES, was calculated by using eq 5. In eq 5, kB is
the Boltzmann constant and T is the temperature (298 K). As

Figure 7. Normalized emission spectra for Ru(bpy)3
2+ and 1−9 in

argon deaerated acetonitrile at room temperature.

Figure 8. Plot of emission energy vs ln τ−1 for complexes 1−9 and
Ru(bpy)3

2+ in CH3CN at 25 °C.
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shown by the data in Table 1, variations in ΔGES mirror those
in emission energy through the series with ΔGES decreasing
from 2.18 eV for 1 to 1.57 eV for 9.

λ
ν

Δ = + = +
Δ

G E E
k T

( )
16 ln 2ES 0 0,L 0

1/2
2

B (5)

Discerning systematic trends in the data in Table 3 is
complicated by the fact that excited state properties are dictated
largely by the acceptor ligand, which varies through the series.
This can be seen in the relatively large range of ℏωM values
derived from the spectral fits. Nonetheless, one notable trend is
the general decrease in electron-vibrational coupling constant
(Huang−Rhys factor, SM) as the energy gap decreases. This is
consistent with a decrease in the extent of charge transfer as the
energy gap decreases.64,86,87 In addition, the increase in excited-
state delocalization may also play a role in influencing the
magnitude of SM.

42,65,86 As expected, both the 0−0 energy gap
(E0) and the free energy content of the excited state above the
ground state (ΔGES) decrease with the energy of the π*
acceptor level as measured by E1/2(Ru

2+/+), Table 1.
Excited State Redox Potentials. Redox potentials for the

MLCT excited states were calculated from ΔGES and the
electrochemically measured ground state potentials by eqs 6
and 7.28,37,80 Results for the series from 1 to 9 are summarized
in Table 1.

= + Δ+* + + +E E G(Ru ) (Ru )1/2
2 /

1/2
2 /

ES (6)

= − Δ+ +* + +E E G(Ru ) (Ru )1/2
3 /2

1/2
3 /2

ES (7)

A plot of ΔGES versus E1/2(Ru
3+/2+*) is shown in Figure 10.

Variations in the acceptor ligand decrease the reducing ability
of the [RuIII(bpy)2(N−N•−)]2+* excited state from −0.81 to

−0.13 V (vs SCE) across the series from 1 to 9.80 As shown in
Figure 11, ground state Ru2+/+ (dπ6/dπ6π*1) and excited state
Ru3+/2+* (dπ5/dπ5π*1) redox potentials, both ligand based,
increase linearly with increasing emission energy. By contrast,
ground state Ru3+/2+ (dπ5/dπ6) and excited state Ru2+*/+

(dπ5π*1/dπ6π*1) redox potentials, with the redox levels
localized largely on the metal, remain relatively unchanged as
the emission energy increases.
The relationship between the ligand-based Ru2+/+ and

Ru3+/2+* redox couples to the emission energy is an expected
result given the ligand-based nature of the redox processes in
eqs 2 and 8. This is in contrast to previously reported
correlations based on complexes of the type [M(bpy)2(L)2]

2+

(M = OsII, RuII) where the lowest π* levels are based on bpy or
phen (1,10-phenanthroline). In these series, the role of
variations in L2 is largely through the dπ(MII) donor levels

Figure 9. (Left) Variation of absorption, ν ̅abs, red squares, and emission, ν̅em, blue circles, energies on the electrochemical gap (ΔE1/2 = E1/2(Ru
3+/2+)

− E1/2(Ru
2+/+) for Ru(bpy)3

2+ and 1−9. (Right) Variation of ν ̅em with E1/2(Ru
2+/+) in dry CH3CN at 25 °C.

Table 3. Emission Spectral Fitting Parameters for MLCT Emission from Ru(bpy)3
2+* and 1−9 in MeCN at 25° C

complex E0 (cm
−1) Δν̅1/2 (cm−1) ℏωM (cm−1) SM ΔGES (cm

−1)

Ru(bpy)3
2+ 16 300 1800 1400 1.11 17 700

1 15 800 1950 1300 1.23 17 500
2 13 300 1750 1300 0.91 14 600
3 13 100 1790 1350 0.89 14 500
4 12 900 1700 1250 0.93 14 200
5 12 600 1750 1400 0.80 13 900
6 12 400 1700 1200 0.80 13 600
7 12 100 1450 1250 0.71 13 000
8 11 900 1581 1150 0.96 13 000
9 11 100 1583 1512 0.76 12 200

Figure 10. Dependence of the free energy content of the excited state
(ΔGES) on E1/2(Ru

3+/2+*).
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with Ru3+/2+ and Ru2+*/+ potentials increasing linearly with
emission energy.78,80,88−90 In the current series, with the
lowest-lying acceptor levels on the N−N ligand, ground state
Ru3+/2+ and excited state Ru2+/+* potentials are relatively
unchanged as the MLCT energy gap varies as shown in Figure
11.

− ⎯ →⎯⎯ − *+ + •− +
−

[Ru (bpy) (N N)] [Ru (bpy) (N N )]III
2

3 e III
2

2

(8)

Controlling Excited State Properties. The motivation for
preparing and characterizing the series of complexes
[RuII(bpy)2(N−N)]2+ was to explore the role of the acceptor
ligand in modulating key properties for possible DSPEC
applications. For photoanode applications the key properties
are (1) broad light absorption in the visible, (2) injection into
conduction band states of TiO2 or other oxides with
appropriate acceptor potentials, and (3) sufficient potential as
Ru3+ to drive water oxidation catalysis. Figure 12 addresses
these issues by displaying how E1/2(Ru

3+/2+*) and E1/2(Ru
3+/2+)

vary with the energy of the lowest energy MLCT absorption.
These results point to the interplay between these properties

that is caused by variations in the lowest acceptor ligand. In the
series [RuII(bpy)2(N−N)]2+, 1−9, replacing bpy by N−N
results in only slight increases in E1/2(Ru

3+/2+) but with a shift
of 121 nm (4.8 × 103 cm−1) to lower energy for the lowest

energy MLCT absorption (Table 1). This is a desirable
property with ligand variations shifting the low energy
absorption edge to the red by lowering the π* acceptor levels
through increased conjugation or incorporation of heteroatoms
in the N−N ligand.
Figure 12 shows how the two key redox potentials for

photoanode applications, E1/2(Ru
3+/2+) and E1/2(Ru

3+/2+*),
vary with ν ̅abs. Although the red-shifted absorption spectrum
has a small effect on E1/2(Ru

3+/2+) and water oxidation ability, it
comes with a more positive Ru3+/2+* redox potential, limiting
the ability of the excited state to act as a reducing agent. As an
example, complex 9 is only slightly more oxidizing than
Ru(bpy)3

3+, 1.39 V compared to 1.29 V (vs SCE), and has a
considerably red-shifted low energy MLCT absorption, 564 nm
(22 200 cm−1) compared to 449 nm (17 700 cm−1) for
Ru(bpy)3

2+. However, this exchange of L9 for bpy as the
acceptor ligand increases E1/2(Ru

3+/2+*) from −0.90 V to −0.13
V versus SCE, past the potential threshold for injection into
TiO2 with ECB ∼ −0.34 V (vs SCE) at pH 0 in water making 9
unable to undergo electron injection into TiO2 following
photoexcitation.16,20,21

■ SUMMARY AND CONCLUSIONS

We have described here the synthesis and characterization of
polypyridyl complexes [Ru(bpy)2(N−N)]2+ (1−9) with N−N
a bidentate polypyridyl ligand with low-lying π* acceptor levels.
Compared to Ru(bpy)3

2+ as a reference, variations in N−N
have a systematic effect on ground state and excited state redox
potentials, absorption spectra, emission energies, and excited
state lifetimes. The variations originate from the influence of
increased delocalization or addition of heteroatoms on the π*
acceptor level(s) of N−N.
From the results of electrochemical measurements, variations

in E1/2(Ru
3+/2+) with N−N are relatively small and due to

stabilization of Ru(II) by dπ−π* backbonding. By contrast,
there are significant variations in E1/2(Ru

2+/+) with reduction
occurring at the N−N ligand. Through the series, the lowest
energy MLCT absorption is red-shifted relative to Ru(bpy)3

2+

(λmax = 449 nm) reaching λmax = 564 nm for complex 9 with the
band assignments in agreement with the results of TD-DFT
calculations. Emission energies decrease from complex 1 (λmax

= 650 nm) to complex 9 (λmax = 885 nm), relative to
Ru(bpy)3

2+* (λmax = 620 nm), with excited state lifetimes
varying with emission energy in qualitative agreement with the
energy gap law.
The results of Franck−Condon analyses of emission spectral

profiles were used to calculate ΔGES, the free energy of the
excited state above the ground state, and from ΔGES, redox
potentials for the excited state couples Ru3+/2+* and Ru2+*/+

were also calculated. ΔGES decreases through the series from 1
to 9 as a result of the decreasing energy of the π* acceptor
level(s) in N−N from 1 to 9. E1/2(Ru

2+*/+) for the metal-
centered couple, [RuIII(bpy)2(N−N•−)]2+*/[RuII (bpy)2(N−
N•−)]+, is relatively unaffected by variations in N−N while
E1/2(Ru

3+/2+*) for the ligand-centered couple [RuIII(bpy)2(N−
N)]3+/[RuIII(bpy)2(N−N•−)]2+* varies with E1/2(Ru

2+/+).
Comparisons in the series show that, with variations in the
acceptor ligand, red-shifts in light absorption leave the oxidizing
strength of Ru(III) relatively unaffected but increase
E1/2(Ru

3+/2+*) potentials past the threshold for injection into
TiO2.

Figure 11. Variation of ground and excited redox potentials with
emission energy in CH3CN (0.1 M TBAPF6 for electrochemical
measurements) at 25 °C.

Figure 12. Variations in E1/2(Ru
3+/2+) (red squares) and

E1/2(Ru
3+/2+*) (blue circles) with νa̅bs for the lowest energy MLCT

λmax in CH3CN at room temperature.
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